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Abstract

It is shown in this paper that classical wave equations admit path integral formulations. For this, the
evolution of the system is first set-up in terms of a fundamental solution or propagator. We choose this last
name because it suggests a connection with functional integrals, which are exploited in this work. A
functional integral in terms of non-singular functions is then proposed and shown to converge to the
propagator in the appropriate limit for the case of scalar wave equations. One of the advantages of such
formulation is that it provides an adequate framework for mesh-free numerical methods. This is
demonstrated through a computational implementation that combines a simple second-degree polynomial
local approximation of the continuous field and an approximate statement of the exact evolution equations.
Numerical simulations of modal analysis and transient dynamics indicate the feasibility of the technique.
r 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Computation of linear wave propagation phenomena in continuous media can start with either
the differential equations of motion or an equivalent variational statement. The former leads to
the so-called ‘‘strong’’ formulations since they require evaluation of second order derivatives.
Variational principles, on the other hand, lead to weak formulations in which only first order
derivatives appear. The standard computational substantiations of strong and weak formulations
are the finite difference method and finite element method, respectively. In particular, whenever
flexibility in geometry is important—and this is the case in most engineering problems—the latter
is preferred. However, the difficulty of generating acceptable finite element meshes in very
demanding situations—specially in three dimensions—has prompted the development of
numerical methods that do not rely on partition of the domain into elements. The so-called
meshless methods based on strong formulations (such as smoothed particle hydrodynamics
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(SPH), generalized finite differences, finite point method and several point collocation schemes
[1,2]) typically attain low precision even though research continues to improve them. Weak
formulations, on the other hand, pose continuity requirements throughout the domain that the
trial functions (or ‘‘shape’’ functions) must satisfy. As a consequence, meshless methods based on
weak formulations [2–7] (such as the element free Galerkin method, reproducing kernel particle
methods, etc.) are built upon rather elaborate approximations which are computer intensive and
frequently lead to poorly conditioned matrixes that may be deleterious in three dimensions.
A much less explored alternative, which may lead to a new family of solution procedures, is to

start with a reformulation of the physical phenomena in terms of propagators and the associated
path integral [8,9]. It has been shown that this can be done for parabolic and elliptic problems,
which lead naturally to a meshless method that combines simplicity of implementation and good
accuracy. Briefly, the idea is to replace the original differential equation by an equivalent
expression of the form

uðx; t þ tÞ ¼
Z

N

�N

Pð %x � x; tÞuð %x; tÞ d %x; ð1Þ

where Pð %x � x; tÞ is the Green function or propagator. The next step is to assume that the
propagator can be generated as a path of the functional integral

Pð %x � x; tÞ ¼ lim
d-0

N-N

Z
N

�N

Að %x � x1; dÞ dx1

Z
N

�N

Aðx1 � x2; dÞ dx2?

�
Z

N

�N

AðxN�1 � xN ; dÞ dxN ; ð2Þ

where in the limit d-0;N-N it is assumed that the condition Nd ¼ t ¼ constant holds. The
objects Að %x � x; dÞ in Eq. (2) are assumed to be non-singular functions that were called
infinitesimal propagators in other articles. From the preceding equation it follows that the
evolution of the system for a sufficiently small time step, d; can be approximated as

uðx; t þ dÞD
Z

Að %x � x; dÞuð %x; tÞ d %x: ð3Þ

Eq. (3) can be interpreted as an approximate non-local principle, which provides the state of the
system at time ðt þ dÞ as a weighted average of the state at a previous instant, t: Hence, the action
of the weighting function Að %x � x; dÞ over the state, uðx; tÞ; is to push it forward in time an
infinitesimal amount, d: The form of this statement makes it specially adequate to devise simple
and effective meshless computational methods. For this, it suffices to fill the domain with a finite
number of points, N; (not necessarily equally spaced) with co-ordinates xi; i ¼ 1;y;N (the
nodes), and define on them local values of the unknown field: ui ¼ uðxiÞ: Define now an
approximation of the field uðxÞ as a linear combination of prescribed ‘‘shape’’ functions jiðxÞ:

*uð %x; tÞ ¼
X

jið %xÞuiðtÞ: ð4Þ

Combining Eqs. (4) and (3) yields

uiðt þ eÞ �
X

j

KijujðtÞ ¼ 0; ð5Þ
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which is the ith equation of the final linear system. To solve elliptic equations it is assumed that
the system has attained its stationary state so that the time dependence can be eliminated
from Eq. (5), i.e., letting uiðt þ eÞ ¼ uiðtÞ: It has also been shown that the formulation can be
generalized to non-linear problems using blurred derivatives. Details on this method can be found
elsewhere [10].
The main purpose of this paper is to show that classical wave equations also admit a natural

path integral formulation, which can be used as the basis for a meshless computational method.
The scope of the paper is as follows. In Section 2 it is shown how classical wave phenomena can be
described in terms of propagators as in Eq. (1). Section 3 indicates how a functional integral can
be set-up in terms of non-singular infinitesimal propagators. Section 4 is devoted to prove that the
proposed functional integral does converge to the exact propagator in the appropriate limit.
Finally, the last two sections describe a simple numerical technique and explore its numerical
performance through some examples.

2. Formulation

Since the scalar wave equation can be recovered mathematically as a special case of Lam!e’s
equations of elasticity, we consider elastodynamics (infinitesimal deformation) of an isotropic
medium neglecting eigenstrains and body forces. The state of the body is given by the instantaneous
displacement and velocity fields, which can be conveniently merged into a state vector

vðx;tÞ ¼ ðuðx;tÞ; ’uðx;tÞÞ: ð6Þ

The state evolution (i.e., the equations of motion) are

m
@2ui

@x2j
þ ðlþ mÞ

@2uj

@xi@xj

¼ r
@ui

@t
: ð7Þ

Here we seek a formulation in terms of an integral equation that maps the initial state into the
actual one

vðx;tþtÞ ¼
Z

Dðx; %x;tÞvð %x;tÞ d
3
%x: ð8Þ

The operator D in Eq. (8) which in three space dimensions is a 6� 6 matrix, is the source function,
fundamental solution or propagator for this problem. We choose this last name because it suggests
a connection with functional integrals, which is what we actually exploit in this work. The matrix
elements of D are found from the well-known integral equation for an unbounded domain [11]

uðx;tÞ ¼
Z

uð %x;0Þ ’u
n

ðx� %x;tÞ d
3
%x þ

Z
’uð %x;0Þu

n

ðx� %x;tÞ d
3
%x; ð9aÞ

where u� is the Green function—the solution of the wave equation with a point source. Time
differentiation of Eq. (9a) yields the corresponding formula for velocities

’uðx;tÞ ¼
Z

uð %x;0Þ .u
n

ðx� %x;tÞ d
3
%x þ

Z
’uð %x;0Þ ’u

n

ðx� %x;tÞ d
3
%x: ð9bÞ
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Eq. (4) can be recast into a single evolution equation in terms of the propagator putting

D12 ¼ un; D11 ¼ D22 ¼
@un

@t
; D21 ¼

@2un

@t2
: ð10Þ

For the scalar wave equation the matrix elements in Eq. (10) are scalars, while for Lam!e’s
equations they are 3� 3 matrixes. As an example, in the latter the Green function is [12]

D12ij ¼U�
ij ¼

t

4py2
1

y
3
@y

@xi

@y

@xj

� dij

� �
ðUðy�c1tÞ � Uðy�c2tÞÞ

�

þ
@y

@xi

@y

@xj

ð
dðy�c1tÞ

c1
�

dðy�c2tÞ

c2
Þ þ

dðy�c2tÞ

c2
dij

�
; ð11Þ

where c1 and c2 are the longitudinal and transverse wave speeds (c1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ 2mÞ=r

p
; c2 ¼

ffiffiffiffiffiffiffiffi
m=r

p
),

and we used the abbreviation y ¼ x� %x:
In a finite domain the general solution (9) includes boundary terms. For a scalar wave equation

for instance, we have

uðx;tÞ ¼
Z t

0

Z
G

uð %x;0Þ
@un

@n
�

@u

@n
un

� �
dG dt0 þ

Z
uð %x;0Þ ’u

n

ðx� %x;tÞ d
3
%x þ

Z
’uð %x;0Þu

n

ðx� %x;tÞ d
3
%x; ð12Þ

but in a broad class of problems boundary term can be made to vanish by a suitable choice of the
Green function. For instance, if boundary conditions are u ¼ 0 on Gu and @u=@n ¼ 0 on G� Gu; it
suffices to choose u� satisfying those conditions to annihilate the boundary integrals.

3. Functional integral

Existence of the propagator for classical wave equations—addressed above—guarantees the
existence of a path integral. Indeed, from Eqs. (8)–(10) it follows that

Dðx� %x;tþtÞ ¼
Z

Dðx�x1;tÞ 	 Dðx1� %x;tÞ dx1: ð13Þ

Hence, repeating convolution (13) for N small time steps e and taking the limit N-N; Ne=t, a
functional integral is generated. But it is built in terms of the propagator. What we are interested
in is just the converse: to obtain the propagator from a path integral built in terms of more general
objects which are not propagators themselves

Dðx; %x;tÞ ¼ lim
N-N;Ne¼t

Z
Aðx;x1;eÞ

Z
Aðx1;x2;eÞ?

Z
AðxN ; %x;eÞ d

3x1 d
3x2yd3xN : ð14Þ

Matrixes A in formula (14) play the role of infinitesimal propagators—i.e., they are only
valid for sufficiently small time intervals. To avoid confusion with the actual propagator they
will be designated as precursors. To simplify derivations we specialize for plane strain taking
u3 ¼ 0: Generalization to 3-D is most natural and simple. A possible representation of the
precursor A is

A ¼
P Q

P0 Q0

" #
: ð15Þ
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The symbols P and Q in Eq. (15) stand now for 2� 2 matrixes which are described below, while
the prime denotes derivative with respect to e:

P0 ¼
@P

@e
; Q0 ¼

@Q

@e
: ð16Þ

In particular, Q is a diagonal matrix proportional to a delta function, Q ¼ eIdðx� %xÞ; where I is the
identity. The form of the matrix elements P is not unique. A possible representation is

P11ðx; %x;eÞ ¼
eðð�y2

1
=ae2Þ�ðy2

2
=be2ÞÞffiffiffiffiffiffi

pa
p

e
ffiffiffiffiffiffi
pb

p
e

; P22ðx; %x;eÞ ¼
eðð�y2

1
=be2Þ�ðy2

2
=ae2ÞÞffiffiffiffiffiffi

pa
p

e
ffiffiffiffiffiffi
pb

p
e

;

P12ðx; %x;eÞ ¼ P21ðx; %x;eÞ ¼
e�ððy2

1
þy2

2
Þ=ce2Þ

pce2
y1y2

ce2
; ð17Þ

where

yi ¼ xi � %xi; a ¼ 4
ðlþ 2mÞ

r
; b ¼ 4

m
r
; c ¼ 4

ðlþ mÞ
r

: ð18Þ

To show that this is a correct description consider a sufficiently small time interval e and
approximate Eq. (14) as an ordinary integral

vðx;tþeÞD
Z Z

Aðy;eÞ 	 vðxþy;tÞ d
2y; ð19Þ

Now, expand the left-hand side of Eq. (19) in powers of e and the right side in powers of y; both
up to second order, and notice that the only non-zero integrals of P areZ Z

P11ðyx;eÞ dy2 ¼ 1;

Z Z
y21P

11
ðy;eÞ dy2 ¼

ðlþ 2mÞ
r

e2;

Z Z
%x
2
2P
11
ðy;eÞ dy2 ¼

m
r
e2;

Z Z
y1y2P

12
ðy;eÞ dy2 ¼

ðlþ mÞ
r

e2: ð20Þ

Taking these into account, collecting terms and dividing by e2 the first Eq. (19) yields

@2u1
@t2

� ðlþ 2mÞ
@2u1
@x21

þ m
@2u1
@x22

þ ðlþ mÞ
@2u2

@x1@x2

� �
¼ OðeÞ: ð21Þ

The second Eq. (14) yields a similar expression for u2;

@2u2
@t2

� ðlþ 2mÞ
@2u2
@x21

þ m
@2u2
@x22

þ ðlþ mÞ
@2u1

@x1@x2

� �
¼ OðeÞ: ð22Þ

Hence, in the limit e-0 Eq. (21) are plain strain Lam!e’s equations. The second pair of Eq. (19),
on the other hand, is equivalent to the time derivative of the first pair, so that it gives the time
evolution of velocities. This comes from using definitions (16) and noticing that @uiðx;tþeÞ=@e ¼
’uðx;tþeÞ:
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4. Convergence of the path integral

The fact that for an infinitesimal time step the wave equation is recovered—discussed in the
previous section—does not guarantee the convergence of the path integral (14) to the exact
propagator (7). Actually, this is the most difficult to prove for the equations of elastodynamics.
However, setting c1 ¼ c2 (i.e., lþ m ¼ 0), Lam!e’s equations reduce to three uncoupled ordinary
wave equations, one for each component of displacements, which are much easier to tackle. It is
shown in this section that when precursors (17) of elastodynamics are restricted to this scalar case,
the corresponding path integral does converge to the exact propagator. Since the path integral is
defined as the limit of several convolutions, it is convenient to use a shorthand defining

a 	 b ¼
Z

aðx�x1Þ 	 bðx1� %xÞ dx1 ¼ fðx� %xÞ: ð23Þ

This operation is commutative and associative so that

%
Anþ1 ¼

%
An 	

%
A ¼

%
A 	

%
An: ð24Þ

A sub-index will be used to designate the nth member of the family, namely

%%
An ¼

%%
An ¼

Pn Qn

P0
n Q0

n

" #
: ð25Þ

Notice however that PnaPn: Now, calling L ¼ lime-0;n-N;ne¼ct; the conjecture to be proved is
that

LðPnÞ ¼ D11; LðQnÞ ¼ D12: ð26Þ

We begin by looking for a recursion that provides Pn and Qn in terms of the precursors
Considering that PnQ ¼ ePn and QnQ0 ¼ Qn; and calling /Q ¼ Q=e it follows from formulas (23) to
(25) that

Pnþ1 ¼ PnP þ /QnR; /Qnþ1 ¼ Pn þ /Qn: ð27Þ

Defining P0 ¼ /Q1 ¼ d; the second expression in Eq. (27) can be eliminated by repeated feedback
into itself

/Qn ¼ Pn�1 þ /Qn�1 ¼ Pn�1 þ Pn�2 þ /Qn�2 ¼ ? ¼
Xn�1
i¼1

Pi þ /Q1 

Xn�1
i¼0

Pi: ð28Þ

Substituting Eq. (28) into Eq. (27), there is now a single recursion formula to be solved

Pnþ1 ¼ PnP þ RGn�1 where Gl ¼
Xl

i¼0

Pi: ð29Þ

To eliminate the sub-index ‘‘n’’—which designates unknown elements—from the right-hand side
of Eq. (27) we again feed expression (29) into itself and use the fact that P0 ¼ P0 and P1 ¼ P1:
This process gives rise to a huge expression, so that we use the abbreviation Hl ¼

Pl
k¼0 Pk: The
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final result is

Pn ¼Pn þ R
Xn¼2
i1¼0

Pi1Hn�2�i1 þ R2
Xn¼2
i1¼2

Xi1¼2
i2¼0

Pi2Hn�2�i1Hi1�2�i2 þ?

þ Rk
Xn¼2

i1¼2k�2

Xi1¼2
i2¼2k�4

	 	 	
Xik�1¼2
ik¼0

Pik Hn�2�i1 	 	 	 Hik�1�2�ik þ?: ð30Þ

Formula (30) is valid for one, two- and three-dimensional scalar wave equations, and for any
choice of precursors P since R ¼ e@P=@e by definition. To evaluate it explicitly we now specialize it
to the space one dimension

P ¼
e�y2=e2ffiffiffi

p
p

e
; Q ¼ edðyÞ; Q0 ¼ dðyÞ;

P0 ¼
1

e
R; R ¼ Pðh � 1Þ and h ¼ 2

y2

e2
: ð31Þ

The Green function and its first time derivative are D12 ¼ ð1=2cÞUð8x� %x8�ctÞ; D
11 ¼ 1=2½dðx� %x�ctÞ þ

dðx� %xþctÞ�; where U is the step function (U ¼ 1 for x > 0 and U ¼ 0 for xo0).
Calculations are preformed from now on in the Fourier Transform (FT) space—designated

with an overbar—since it transforms convolutions into products of FTs. Hence, we have Pa ¼ %Pa:
The variable in transformed space is s: The FT of these operators are found to be [13]

%P ¼ e�s2e2=4; Ph ¼ %Pð1� %bÞ where %b ¼ e2s2=2: ð32Þ

Hence

%R ¼ Pðh � 1Þ ¼ � %b %P ) Rk ¼ %Rk ¼ ð� %bÞk %Pk: ð33Þ

Expression (30) can now be written in the FT space. For this recall that the factors Hk are sums
over powers of P so that they transform into sums of powers of %P called Hk: We have

%Pn ¼ %Pn þ ð� %bÞ
Xn¼2
i1¼0

%Pi1þ1Hn�2�i1 þ ð� %bÞ2
Xn¼2
i1¼2

Xi1¼2
i2¼0

%Pi2þ2Hn�2�i1 Hi1�2�i2 þ?

þ ð� %bÞk
Xn¼2

i1¼2k�2

Xi1¼2
i2¼2k�4

?
Xik�1¼2
ik¼0

Pikþk %Hn�2�i1? %Hik�1�2�ik þ?: ð34Þ

Expression (34) can be viewed as a sum of even powers of the product (es) with alternating signs.
This suggests a natural road to follow, namely to expand all exponentials %P in a power series

%Pa ¼
XN
l¼0

ð�aÞl

l!

es
2

� 
2l

and collect all terms with equal powers of the product (es). Although this may seem inconvenient
due to the generation of a very large number of terms, it will be seen in the sequel that a massive
cancellation of terms takes place as the limit e-0; n-N; ne ¼ ct is approached. Replacing
the expansion in Eq. (34) and collecting powers of (es) leads obviously to an expression
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of the form

Pn ¼
XN
l¼0

ð�1Þlðe2s2Þlaðn;lÞ; ð35Þ

where aðn;lÞ are yet unknown coefficients.
Now, the key point of the derivation is that the coefficients aðn;lÞ are just polynomials of n of

degree 2l; which can be written

aðn;lÞ ¼ dl
0n
2l þ dl

1n
2n�1 þ dl

2n
2n�2 þ?þ dl

2l : ð36Þ

Hence, in the limit e-0; n-N; ne ¼ ct ¼ constant all terms of Eq. (36) except the leading one,
n2l ; will vanish so that the only relevant coefficient is dl

0: Let us see this in detail.
The first polynomial coefficient of Eq. (35), aðn;0Þ; depends only on the power expansion of %Pn in

Eq. (34) since all remaining terms are pre-multiplied by powers of ðesÞ2: Hence we have d00 ¼ 1:
The second term of Eq. (35), with l ¼ 1; depends on the second term in the power expansion of %Pn;
�nðes=2Þ2; and on the first sum in Eq. (34) which contributes with a factor

s1 ¼
Xn�2
i1¼0

Xn�2�i1

j¼0

1 ¼
Xn�2
i1¼0

ðn � 1� i1Þ ¼
nðn � 1Þ

2
E
1

2
n2: ð37Þ

Consequently, only the first sum in Eq. (34) actually contributes to the leading term, d10 ; of the
polynomial coefficient aðn;1Þ: Similarly, the polynomial coefficient aðn;2Þ of the following term, ðesÞ

4;
is made up from three contributions: %Pn; the first sum in Eq. (34) and the second sum in it. But
%Pncontributes with a factor of order n2 and the first sum with a factor of order n3: Hence, only the
second sum contributes to the leading coefficient d20 : Its contribution is

s2 ¼
Xn�2
i1¼2

Xi1�2
i2¼0

Xn�2�i1

j1¼0

Xi1�2�i2

j2¼0

1 ¼
Xn�2
i1¼2

Xi1�2
i2¼0

ðn � 1� i1Þði1 � 2� i2Þ ¼
1

2

Xn�2
i1¼2

ðn � 1� i1Þði21 � i1Þ

E
1

2
n
Xn�2
i¼1

i2 � 1

" #
�

Xn�2
i¼1

i3 � 1

" #( )
E
ðn � 1Þðn � 2Þ

2

nð2n � 3Þ
6

�
ðn � 1Þðn � 2Þ

4

� �
: ð38Þ

Notice that in the preceding calculations we have systematically neglected lower order terms since
only the leading coefficient is relevant for our purposes. That final result is d20En4=4!:
Generalizing the previous line of reasoning it can be seen that only the kth sum in Eq. (34)

contributes to the leading coefficient dk
0 yielding the proper term ð�1ÞkðnesÞ2kdk

0 to the power
expansion of %Pn we are building. Hence, all that is required is to estimate

sk ¼
Xn�2

ii¼2k�2

?
Xik�1�2�ik

ik¼0

ðn � 1� i1Þði1 � 1� i2Þ?ðik�1 � 1� ikÞ: ð39Þ

The sums in Eq. (39) are processed from right to left. After performing the rightmost sum, over
the index ik; the last factor in the preceding Eq. (39) is now ik�1ðik�1 � 1Þ=2: Hence, this operation
contributes a factor 1

2
to the leading coefficient dk

0 we are seeking. And the last index, ik�1; now
appears with two powers: 1 and 2. Elimination of the following sum, over ik�1; will contribute to a
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factor of the form

Fk�1Eik�2
Xik�2�2

ik�1¼1

i2k�1 �
Xik�2�2

ik�1¼1

i3k�1E
i4k�2
3� 4

:

So that the leading coefficient dk
0 now contains a total factor: 1=ð2� 3� 4Þ ¼ 1=4!:

This process continues so that elimination of a sum increases the power of the last remaining
index in two units, i.e.,

Fk�jþ1Eik�j

Xik�j

i
2j�1
k�jþ1 �

Xik�j

i
2j
k�jþ1: ð40Þ

It is now possible to calculate all factors contributing to the leading coefficient. In fact, calling
Sm

l ¼
Pm

r¼1 il
v; and taking into account that [14]

l þ 1

1

 !
Sm
1 þ

l þ 1

2

 !
Sm
2 þ?þ

l þ 1

l

 !
Sm

l ¼ ðm þ 1Þlþ1 � ðm þ 1Þ;

it can be seen that

mSm
2j�2 � Sm

2j�1E
1

2j � 1
mm2j�1 �

1

2j
m2j ¼

m2j

ð2j � 1Þð2jÞ
: ð41Þ

Collecting all factors, the contribution of the kth sum to the leading coefficient dk
0 will then be

dk
0 ¼

1

1:2

1

3:4
?

1

ð2k � 1Þð2kÞ
¼

1

ð2kÞ!
:

Hence, as n tends to infinity the power expansion of %Pn can be approximated as

%PnE
XN
k¼0

ð�1Þk
ðnesÞ2k

ð2kÞ!
¼ cosðnesÞ: ð42Þ

But the cosine is the FT of two delta functions symmetric about the origin

1
2
ðdðx�gÞ þ dðx�gÞÞ ¼ cosðgsÞ: ð43Þ

Hence,

LðPnÞ ¼ 1
2
½dðy�neÞ þ dðyþneÞ� ¼ D11: ð44Þ

It is now easy to see from formulas (30) and (43) that

LðQnÞ ¼ L e
Xn�1
i¼0

Pi

 !
EL 1

2
e
Xn�1
i¼0

½dðy�ieÞ þ dðyþieÞ�

 !
¼ D12:

This completes the proof.
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5. Numerical scheme

5.1. Approximation

The path integral formulation of elastodynamics provides an adequate framework for mesh-
free numerical methods. For this, notice that the evolution of the system during a sufficiently
small time interval can be adequately approximated by ‘‘updating formula’’ (19) that we
reproduce below for convenience

vðx;tþeÞD
Z Z

Aðy;eÞ 	 vðxþy;tÞ d
2y:

Taking into account that precursors (17) are rapidly decaying functions of position, Eq. (19) can
be interpreted as follows: the state of a point x and at time t þ e is obtained by properly weighting
the state at time t in the neighborhood of x: Hence, unlike variational principles, application of
Eq. (19) does not require partitions of the domain for integration such as finite element
discretization. Moreover, evaluation of Eq. (19) does not involve derivatives of approximation
functions. So that regular nodal arrays as those used for finite differencing are not required.
To obtain a computational method based on the present formulation the continuous field uðxÞ is

approximated, as usual, in terms of a suitable linear combination of N basis functions FiðxÞ with
coefficients ui

a (i ¼ 1;y;N; a ¼ 1; 2)

ui
aðxÞ ¼

XN

i¼1

FiðxÞu
i
a: ð45Þ

The simplest approximation for the displacement field is ordinary least-squares fitting of a
quadratic polynomial for each node. For this, the domain is filled with points (nodes) which need
not be connected forming ‘‘elements’’. For each node, a convenient cloud of nodes is selected
around it and the displacement field is locally approximated as *uðx;yÞ ¼ a 	 Rðx;yÞ; where

*uðx;yÞ ¼ ðu1ðx;yÞ; u2ðx;yÞÞ
t; Rðx;yÞ ¼ ð1; x; y; x2;xy; y2Þt; ð46Þ

a ¼
a11 a12 a13 a14 a15 a16

a21 a22 a23 a24 a25 a26

" #
: ð47Þ

The coefficient matrix a is calculated in terms of M nodal displacements u solving [15]

a ¼ ðVt 	 VÞ�1 	 Vt 	 *u; ð48Þ

where

*u ¼
u01 u11 ? uM

1

u02 u12 ? uM
2

" #
; V ¼

1 x0 y0 x20 x0y0 y20

1 x1 y1 x21 x1y1 y21

^ ^

1 xM yM x2M xMyM y2M

2
6664

3
7775: ð49Þ

The ‘‘shape’’ functions for this scheme are

F ¼ Rt 	 ðVt 	 VÞ�1 	 V where U ¼ ðj1ðxÞ;j2ðxÞ;y;jNðxÞÞ: ð50Þ
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Feeding this approximation of the displacement field into the evolution Eqs. (19) yields the
following updating formula for the first component of displacement of each node:

u1iðtþeÞ ¼
i a111ðtÞ þ ðlþ 2mÞe2ia14ðtÞ þ

1
2
ðlþ mÞe2ia25ðtÞ þ me2ia16ðtÞ þ e ’ua

iðtÞ; ð51Þ

’u1iðtþeÞ ¼ 2ðlþ 2mÞeia14ðtÞ þ ðlþ mÞeia25ðtÞ þ 2me
ia16ðtÞ þ ’u1iðtÞ

and two similar equations for the other component.
At the assembly stage, the coefficients a

j
i are not fixed numbers but linear combinations of nodal

displacements which depend on the number and location of nodes in the local cloud of the current
node. As an example, if the local cloud contains nine nodes forming a regular array with nodal
distance h; the relevant coefficients are

a1 ¼ 1
9
½5u0 þ 2ðu1 þ u3 þ u5 þ u7Þ � ðu2 þ u4 þ u6 þ u8Þ�;

a4 ¼
1

3h2
�u0 þ 1

2
ðu1 þ u2 þ u4 þ u5 þ u6 þ u8Þ � ðu3 þ u7Þ

� �
;

a5 ¼
1

4h2
½u2 þ u6 � u4 � u8�;

a6 ¼
1

3h2
�u0 þ 1

2
ðu2 þ u3 þ u4 þ u6 þ u7 þ u8Þ � ðu1 þ u5Þ

� �
: ð52Þ

In Eq. (52) a local numbering was used with node ‘‘0’’ at the center and the surrounding nodes
labelled from 1 to 8 counterclockwise. In this particular case the nodal equations can be written as

u10ðtþeÞ ¼
5
9
� z

� �
u10ðtÞ þ

2
9
þ Az

� �
ðu11 þ u15Þ þ

2
9
� Bz

� �
ðu13 þ u17Þ

þ �1
9
þ 1
2
z

� �
ðu12 þ u14 þ u16 þ u18Þ þ Czðu22 � u24 þ u26 � u28Þ þ e ’u10ðtÞ; ð53aÞ

e ’u10ðtþeÞ ¼ � 2zu10ðtÞ þ 2zAðu11 þ u15Þ � 2zBðu
1
3 þ u17Þ

þ zðu12 þ u14 þ u16 þ u18Þ þ 2zCðu22 � u24 þ u26 � u28Þ þ e ’u10ðtÞ; ð53bÞ

where

z ¼
ðlþ 3mÞe2

3r:h2
; A ¼

l
2ðlþ 3mÞ

; B ¼
ð2lþ 3mÞ
2ðlþ 3mÞ

; C ¼
3

8

ðlþ mÞ
ðlþ 3mÞ

:

And a similar set of equations results for the other component, u20:
It is interesting to notice that for model equilibrium problems—i.e., elastostatics—it suffices to

enforce a no evolution condition. For this, velocities are set to zero and Eq. (19) is replaced by
vðxÞD

RR
Aðy;eÞ 	 vðxþyÞ d

2y: It can be shown that this leads to the same algebraic equations as the
numerical scheme presented in Ref. [9].

5.2. Boundary conditions

While weak formulations provide a natural framework for numerical implementation of
traction boundary conditions—stemming from the boundary integral term—the present
formulation requires some ad hoc procedure for this. Actually, the same is true of methods
based on strong formulations such as SPH or GFDM. In our implementation we proceeded as
follows. Dirichlet boundary conditions are satisfied in a trivial manner by just enforcing the
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prescribed displacement at those points which lie in this part of the boundary. For nodes on the
boundary where a traction condition is to be satisfied, we assumed that the dynamic statement
(19) is also valid, but the local approximation of the displacement field is enforced to satisfy the
prescribed condition. To clarify this issue let us consider a boundary point with outward normal
parallel to the Y co-ordinate axis. The two components of the traction vector—assuming as
before plain strain—are

@u1

@x1
þ

@u2

@x2
¼

t1

m
;

@u2

@x1
þ k

@u1

@x2
¼

t2

lþ 2m
; k ¼

l
lþ 2m

: ð54aÞ

In the neighborhood of the current point the displacement field is given by the polynomial
approximation described above, namely

u1ðx; yÞ ¼ a11 þ a12x þ a13y þ a14x
2 þ a15xy þ a16y

2; ð55aÞ

u2ðx; yÞ ¼ a21 þ a22x þ a23y þ a24x
2 þ a25xy þ a26y

2: ð55bÞ

where, as stated before, the origin of co-ordinates x and y is locally placed on the current
boundary point. Hence, by enforcing conditions (54) on approximation (55) we obtain two
relations among the coefficients a

j
i of the latter

a13 þ a22 ¼
t1

m
; a23 þ ka12 ¼

t2

lþ 2m
: ð56Þ

Using Eq. (56) the local approximation (55) of the displacement field can be rewritten

u1ðx; yÞ ¼ a11 þ a12x � a22y þ a14x
2 þ a15xy þ a16y

2 þ
t1

m
y; ð57aÞ

u2ðx; yÞ ¼ a21 þ a22x � ka12y þ a24x
2 þ a25xy þ a26y

2 þ
t2

lþ 2m
y: ð57bÞ

The structure of matrix V is no longer given by Eq. (49) but has to be recalculated as

V ¼

1 x0 �y0 x20 x0y0 y20 0 0 0 0

1 x1 �y1 x21 x1y1 y21 0 0 0 0

^ ^ ^ ^ ^ ^ ^ ^ ^ ^

1 xM yM x2M xMyM y2M 0 0 0 0

0 �ky0 x0 0 0 0 1 x20 x0y0 y20

0 �ky1 x1 0 0 0 1 x21 x1y1 y21

^ ^ ^ ^ ^ ^ ^ ^ ^ ^

0 �kyM xM 0 0 0 1 x2M xMyM y2M

2
666666666666664

3
777777777777775

: ð58Þ

The coefficient matrix a is again given by Eq. (48) but now matrix V is given by Eq. (58). This
structure is only valid when the outward normal points to the positive Y -axis. Hence, for each
boundary point with prescribed tractions the program first rotates locally the co-ordinates so that
Eq. (54) apply, it then calculates the two contributions to the global matrix (one for each
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component of displacement) using the preceding equations and store them in an auxiliary array.
Finally, these equations are rotated to the original co-ordinate system and added to the global
matrix.
For node on a corner there are two traction vectors, one on each side. In this case, Eq. (56)

account for one these vectors, while a new one has to be added. Assuming for simplicity that the
corner is traction free, this is

s11 ¼ ðlþ 2mÞ
@u1

@x1
þ l

@u2

@x2
¼ 0 ) a12 ¼ 0: ð59Þ

There are now nine coefficients ai
j to specify. Hence, the new matrix V is obtained from Eq. (58),

eliminating the second column.

6. Dynamics

6.1. Eigenvalues and eigenvectors

Determination of normal modes of vibration and eigenfrequencies starts by assuming a
harmonic motion

uðx;tÞ ¼ uðxÞe
iwt: ð60Þ

Evolution of displacements and velocities are then given by

uðx;tþeÞ ¼ uðxÞe
iwteiwe; ’uðx;tÞ ¼ ðiwÞuðxÞeiwt: ð61Þ

Recalling that the diagonal sub-matrix matrix Q is proportional to a delta function

Q11 ¼ Q22 ¼ edðx� %xÞ; ð62Þ

the infinitesimal updating prescription for displacements (first pair of Eq. (19)) then reads

uðxÞe
iwe ¼

Z
Pðx;y;eÞ 	 uðyÞ d

2y þ iweuðxÞ: ð63Þ

Discretization of Eq. (63) proceeds as explained in the preceding section. In particular, if each
internal node is linked to its eight neighbors which form a regular array, Eq. (63) is just Eq. (53a)
making the replacement (61) in the nodal displacements. The result is a non-symmetric system of
algebraic equations, whose eigenvalues are pairs of complex conjugate numbers

l ¼ 7iwe� expð7iweÞ: ð64Þ

From this the eigenfrequencies can be computed as

w ¼
1

e
ImðlÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þRe2ðlÞ

q� �
: ð65Þ

As is usual in numerical analysis, only the lower modes of vibration with wavelengths
sufficiently larger than the nodal spacing can be accurately calculated. This implies we{1: Hence,
for the lower frequencies the real part of l is very close to unity and the imaginary part is very
close to zero. An alternative procedure is to use the second pair of Eq. (19) for eigenvalue

E. Pardo / Journal of Sound and Vibration 261 (2003) 819–837 831



extraction, which leads to

iweiweuðxÞ ¼
Z

P0
ðx;y;eÞ 	 uðyÞ d

2y þ iwuðxÞ: ð66Þ

The eigenvalues are now

l ¼ iw½1� eiwe�- 8l82 ¼ w22½1� cosðweÞ�: ð67Þ

Hence, eigenfrequencies can be extracted from the modulus of eigenvalues using a second order
Taylor expansion of the cosine

wD

ffiffiffiffiffiffiffiffi
8l8
e

r
: ð68Þ

6.2. Numerical example

To test the performance of the technique the free vibrations of a cantilever plate were analyzed.
Bending frequencies of plates are related to the wave vector k by

f T
n ¼

k2n
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2E

12rð1� n2Þ

s
; ð69Þ

where t is the plate’s thickness. For a cantilever plate of length l the wave vectors are given by the
transcendental equation cosðklÞcoshðklÞ þ 1 ¼ 0: Longitudinal vibration frequencies on the other
hand are given by

f L
n ¼

ð2n þ 1Þ
4l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E

rð1� n2Þ

s
; n ¼ 0; 1; 2;y: ð70Þ

A plate of length l ¼ 15 cm and thickness 1.5 cm was modelled using the set of 205 nodes depicted
in Fig. 1. In order to define the local cloud of each node we used the eight closest neighbors as
described in Section 5. Material properties of polypropylene were used: E ¼ 1400MPa, n ¼ 0:3
and r ¼ 0:905 g/cm3. The bests results were obtained with a non-dimensional time step

ffiffiffi
z

p
¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlþ 3mÞ=3r
p

ðe=hÞ ¼ 0:25 where h is the nodal spacing. Eigenvalue and eigenvector extraction
was performed using a standard routine DEVCRG of IMSL package. After solution the
performance index t was computed using routine DEPIRG of that package. The solution is
considered excellent for to1; good if 1oto100 and poor if t > 100: We obtained t ¼ 0:001:
Comparison of analytical and numerical solutions for the first eight modes as shown in Table 1
indicates that the agreement is excellent. It is worth mentioning that up to the 25th mode the

0 3 6 9 12 15

X     (cm)

0

1

2

Y
    (c

m
)

Fig. 1. Array of 205 points used to model cantilever plate.
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imaginary part of eigenvectors was computed as zero by the routine, so that frequencies were
extracted from the real part which is very close to one. Obviously, eigenvectors are real for these
frequencies. Figs. 2 and 3 show the second and third vibration modes, respectively, where the
former is traverse and the latter longitudinal. It can be seen that in both cases the numerical
prediction is in very close agreement with the exact solution, specially taking into account that the
mesh used is rather coarse. It is important to point out that the preceding results were obtained
with an empirically estimated optimum non-dimensional parameter z: This is only valid for the
present connectivity (i.e., eight closest neighbors for each node). We have found that departure of
z up to 20% from its optimal value has little effect on numerical results but larger variations are
deleterious.

0 4 8   10 16

X (cm)

-1.0

-0.5

0.0

0.5

1.0

Fig. 2. Second vibration mode (traverse displacement) of cantilever plate; B, is analytical solution.

Table 1

First eight vibration frequencies for cantilever plate; comparison between analytical and numerical solutions

Mode Frequency (Hz) Relative error (%) Mode type

Exact Numerical

1 140 144 2.8 Transverse

2 880 873 0.8 Transverse

3 2172 2180 0.4 Longit.

4 2464 2320 5.7 Transverse

5 4828 4206 12. Transverse

6 6520 6531 0.2 Longit.

7 8001 8900 11. Transverse

8 10 866 10 850 0.1 Longit.
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6.3. Transient problems

Direct application of the approximate updating prescription (19) leads to an explicit time
marching scheme. Since velocities are now non-zero there are four equations per node in two
dimensions

uaiðtþeÞ ¼
Z
Pabðxi ;y;eÞFjðyÞ d

2yu
b
jðtÞÞ þ e ’ua

iðtÞ; ’uaiðtþeÞ ¼
Z
P0ðxi ;y;eÞabFjðyÞ d

2yu
b
jðtÞÞ þ ’ua

iðtÞ: ð71Þ

Eq. (71) make it clear that, as mentioned above, this is an explicit scheme and hence it is expected
to be conditionally stable. Although it is difficult to perform a stability analysis in the most
general case, an indication of the limiting time step e can be obtained in the special case of a
regular array of nodes, each one ‘‘connected’’ to its eight closest neighbors, and using quadratic
polynomial approximation. In this case, the updating formula for the first component of
displacements and velocities at an internal node are given by Eq. (53) of Section 5. Hence, the
stability locus can be estimated using standard arguments: the discrete Eq. (53) are expressed in
the general form:

%
T 	 vnþ1 ¼

%
S 	 vn where vn ¼ ðu1; u2; ’u1; ’u2Þt; and the solution is assumed to be of

the form vnþk ¼ lkvn: The characteristic equation of the system is then det½l
%
T�

%
S� ¼ 0; which

yields a polynomial of fourth degree in l:

l2 þ z� 14
9

� �
lþ zþ 5

9

� �2
¼ 0: ð72Þ

Oscillatory motion requires the solutions of Eq. (72) to be complex eigenvalues which in turn
demands the discriminant to be negative. Under this condition the eigenvalues can be expressed in

0

X (cm)

0.0

0.4

0.8

1.2

4 8 12 16

Fig. 3. Third vibration mode (longitudinal displacement) of cantilever plate; B, analytical solution.
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polar form as l ¼ reiyand their modulus is found to be: r ¼ zþ 5
9
: The numerical solution will be

stable only if rp1 which implies zp4
9: Hence, stability requires the time step to be

epelim ¼
2ffiffiffi
3

p
ffiffiffi
r

p
hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlþ 3mÞ
p : ð73Þ

6.4. Numerical example

To test the performance of the simple time marching scheme just described we simulated the
free vibrations of the cantilever plate described in the previous example. Initial velocities were set
to zero and displacements correspond to the third free vibration mode shown in Fig. 3. Numerical
simulations required the time step to be substantially smaller than estimated by formula (73),
which can be attributed to the boundary conditions. Indeed, for nodes with traction boundary
conditions Eq. (53) do not apply because the coefficients a

j
i are no longer given by Eq. (52) but

have to be recalculated as indicated in Section 5.2. Figs. 4 and 5 show the evolution of
displacements and velocities for the first three cycles. They were obtained using a time step
e ¼ 0:03elim: It can be seen that in both cases the numerical simulation agrees very well with
theory. Notice, however, that stability imposes a stringent limitation on the time step, as is usual
in explicit schemes. In fact, the time marching scheme just described is analogous to the Euler
forward time integration formula. But it is not the only possible one, and in fact there exist many
other possibilities. Since elastodynamics is a conservative process it is possible to move backwards
in time—as is the case of all wave equations without dissipation. Hence, if the updating formula
(19) is replaced by its backward evolving counterpart an implicit scheme resembling Euler
backward would be obtained. For this, it suffices to change the sign of the sub-matrixes Q and Q0

0.0E+0 5.0E-4 1.0E -3 1.5E-3 2.0E-3

Time (s)
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p
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n

t 
(c

m
)

Fig. 4. Beam tip displacement versus time: ——, analytical; J, numerical.
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in the precursor A to obtain a the backward evolving precursor
&
A: More generally, it is also

possible to move partly forward and partly backward in time. Hence, a general updating
prescription is Z

A
&

ðe2Þ
	 vð %x;tþe1þe2Þ d%s ¼

Z
Aðe1Þ 	 vð %x;tÞ d%s: ð74Þ

Calling e1 ¼ Ze and e2 ¼ ð1� ZÞe; 0pZp1 it is seen that Eq. (74) contains a new parameter Z
which could be adjusted to provide a wide stability locus while minimizing numerical damping.
Stability analysis of such a general formula, which we have not yet performed might provide a
reliable and accurate time marching scheme.

7. Final remarks

The preceding examples show that beyond its academic interest, the path integral formulation
of elastodynamics—and of other classical wave equations—provides an appropriate framework
for meshless computational implementations. In this respect, it is worth emphasizing that the
simple approximation used here for the displacement field is not the only possible one. This
suggests that a whole new breed of meshless computational methods can be devised on the basis of
the functional integral formalism.
Finally, it is important to mention that the present formalism can be generalized to some

dissipative problems in a very natural way. For this, notice that elastodynamics corresponds to
the case where the Q sub-matrix of the precursor A is proportional to a delta function. Now,
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Fig. 5. Beam tip velocity versus time: ——, analytical; J, numerical.
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assume that the elements of Q are Gaussians of the form

Qij ¼ e
e�ðy2=de2Þffiffiffiffiffiffiffi

p d
p

e
dij ð75Þ

and repeat the reasoning used in Section 3, Eqs. (14)–(16), to obtain the associated differential
equation in the limit e-0: In such case, the associated differential equation would be similar to
Lam!e’s but terms proportional to the gradient of the rate-of-deformation tensor would appear.
The coefficients of such terms—i.e., the parameter of the Gaussians of Q—can be adjusted to
account for viscous effects such as viscoelasticity. Elastodynamics is then recovered as the limit of
negligible viscosity, d-0:
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